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Announcements

§PA2 due Sunday night
§Quiz 4 is out
§Midterm is March 17th

§ In class, mostly 
§ One page handwritten notes, front and back
§ Official Accessibility requests due by next Tuesday

§Vote on when to do the review…
§Questions?
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PA2 DTRegressor bug in absolute error
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Classification – Supervised Learning with 
Discrete outcomes

3
https://www.cs.toronto.edu/~kriz/cifar.html
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Classification – Supervised Learning with 
Discrete outcomes

4
W Wo W



3/3/22 UB 5

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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https://www.vice.com/en_us/article/ne3nkb/google-artificial-intelligence-
bias-apology

É

https://www.vice.com/en_us/article/ne3nkb/google-artificial-intelligence-bias-apology
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Now that you have the lay of the land 
with ML and what it does (at least at a 

high level), I will begin to emphasize these 
societal aspects a bit more
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What is a classification model class?

A function h that maps h(x) -> y when y is a 
discrete random variable

Quiz: Examples?
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Like regression, linear models are actually fairly effective for 
classification
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Quiz: Can you think of a way to specify 
these models?
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Following on this quiz…

14

It
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Following on this quiz…

15

We will talk a lot about these drawings of decision 
boundaries… different models allow for different 
drawings
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Does there always exist non-linear model?
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Does there always exist non-linear model?

Quiz: What is likely to come with this added complexity 
when we find a perfect model on the training data?
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The bias-variance tradeoff doesn’t just go away J

21
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Review
§ For binary classification, our model is a curve (function) in 

the (possibly transformed) feature space. 
§Quiz: 

§ In regression, that curve …
§ In classification, that curve…

§ In 2 dimensions (and 1!) we can draw the decision 
boundaries in intuitive ways

§ Linear models are pretty effective, but as in regression, we 
can get fancier, and this comes with a cost.

§OK, so, how do we actually get that linear model?

TR
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A new task… stance detection

20Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/

Stance detection: The task of determining 
whether someone is for or against a particular 
thing.  We’ll focus on “stance towards 4/574”
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A new task… stance detection

21Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/

Stance detection: The task of determining 
whether someone is for or against a particular 
thing.  We’ll focus on “stance towards 4/574”

This class is garbage. The professor makes bad jokes 
and I can’t read his handwriting

Arguably the greatest moments in human history have 
come when Kenny takes the floor for 4/574 each week

C
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Stance detection in the real world

22

The prof’s jokes are bad 
and he can’t make a quiz 
without an error to save his 
life but I occasionally learn 
some stuff
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Stance detection in the real world

23

Staying at home with kids is more 
stressful than going to work, 
according to [a new study].

… pro or anti-lockdown measures?

Next week: Annotation practice, 
measures of agreement

8 Do
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Back to the example…

§How would you approach the task of stance 
detection? Specifically…
§What would your features be?
§How would you make decisions based on those 

features?
§What loss function would you use?

24Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/

This class is garbage. The professor makes bad jokes 
and I can’t read his handwritingGILLI

Lit confthe primary
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1. Convert each course evaluation statement into a 
“bag of words” representation 

2. Fix a weight for each word in terms of how having 
it in a sentence implies a positive/pro or 
negative/anti stance

3. Sum up the weights for all of the words to get a 
score

4. If the score is > 0, predict “pro-5/474”, otherwise, 
predict “anti”

25

Approach 1: Bag of words + Linear threshold 
classifier

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/

O
O
O
O n



@_kenny_joseph26

Approach 1, Step 1

This class is garbage. The professor 
makes bad jokes and I can’t read his 
handwriting

Arguably the greatest moments in 
human history have come when Kenny 
takes the floor for 4/574 each week

The prof’s jokes are bad and he can’t 
make a quiz without an error to save his 
life but I occasionally learn some stuff is
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Approach 1, Step 2

28

Word Weight (w)
garbage -5.0
bad -3.0
can’t -0.5
bad -3.0
error -2.1
learn 3.0
greatest 4.0

Arguably, human, 
professor, handwriting, …

0.0

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/

§How might we 
get these values 
in the easiest 
possible way?

§… later… how we
can learn them 
from dataC
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Approach 1, Step 2

This class is garbage. The professor 
makes bad jokes and I can’t read his 
handwriting

Arguably the greatest moments in 
human history have come when Kenny 
takes the floor for 4/574 each week

The prof’s jokes are bad and he can’t 
make a quiz without an error to save his 
life but I occasionally learn some stuff

Word Weight (w)
garbage -5.0
bad -3.0
can’t -0.5
bad -3.0
error -2.1
learn 3.0
greatest 4.0

Arguably, human, 
professor, handwriting, …

0.0

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Approach 1, Step 3

The prof’s jokes are bad and he can’t 
make a quiz without an error to save his 
life but I occasionally learn some stuff

Word Weight (w)
garbage -5.0
bad -3.0
can’t -0.5
bad -3.0
error -2.1
learn 3.0
greatest 4.0

Arguably, human, 
professor, handwriting, …

0.0

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Approach 1, Step 4

The prof’s jokes are bad and 
he can’t make a quiz without 
an error to save his life but I 
occasionally learn some stuff

This class is garbage. The 
professor makes bad jokes 
and I can’t read his 
handwriting

Arguably the greatest
moments in human history 
have come when Kenny 
takes the floor for 4/574 
each week

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Geometric View - Threshold

The prof’s jokes are bad and 
he can’t make a quiz to save 
his life but I occasionally learn
some stuff

Word Weight (w)
bad -1.5
learn 1

1 ⋅
#$%
&'(

− 1
.5 ⋅
#,&
- =

0

#bad

Jokes are bad, lectures are 
bad

Jokes are bad, lectures are 
bad, I learn absolutely nothing

#learn

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Geometric View - Score

The prof’s jokes are bad and 
he can’t make a quiz to save 
his life but I occasionally learn
some stuff

Word Weight (w)
bad -1.5
learn 1
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#bad

Jokes are bad, lectures are 
bad

Jokes are bad, lectures are 
bad, I learn absolutely nothing

#learn

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Cool!

§We have built our first classifier!
§Quiz: Did this classifier use (training) 
data at all?
§How could it have used data to inform 
the model?

34
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…Put another way, how to learn word weights?

35

CIML, pg. 43
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…Put another way, how to learn word weights?

An online algorithm to
learn weights for the 
words…
The perceptron 
algorithm.
An early, well-known 
approach!
IMO, can complicate 
understanding at this 
point in the class

36

CIML, pg. 43
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Another idea

§ Take our basic tools!
§ Specify a model class (we already have one!)

§Define a loss function … what?

§Optimize (how?)
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BMI (kg/m2)
10 9030 50 130 180 220 240 280

BMI (kg/m2)
10 9030 50 130 180 220 240 280

2500 b*
BMI (kg/m2)
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Trying to optimize 0/1 Loss in 1 Dimension
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Assume !! is fixed, and we want to min. loss w.r.t. !!

!!0

error
1

1 ⋅
#$%
&'(

− 1
.5 ⋅
#,&
- =

0

#bad

#learn

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Can we just run gradient descent on this?

41
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Can we just run gradient descent on this?

42

Unfortunately not. We will not cover 
the details on why, but essentially, as 
you get more features, these spiky 
loss functions become extremely 
difficult to optimize.
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What to do? Optimization view…

43

Change the loss function to something we can more easily optimize!
… which is…?

Adapted from: https://courses.cs.washington.edu/courses/cse416/21sp/
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1. Convert each course evaluation statement into a “bag of 
words” representation 

2. Specify model class:
3. Define loss function:
4. Optimize loss fn.:
5. For new test point, compute h(x) = 
6. If h(x) is > 0, predict “pro”, otherwise, predict “anti”

Problem: How to interpret predictions? What does h(x)=10 
mean?

44

Approach 2: Bag of words + Linear classifier, 
Optimization view
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What to do? Probabilistic view…

Model p(y | x) !

P( y =          | ) =   ?

P(y = | ) =   ?

45

This class is garbage. The professor makes bad 
jokes and I can’t read his handwriting

The class is fine. I wish he would stop making 
up course evaluations though.

01

B
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1. Convert each course evaluation statement into a “bag of 
words” representation 

2. Specify form of p(y | x)
3. Write down (log) likelihood function
4. Maximize log-likelihood fn.
5. Use trained model to estimate p(y=+ | x)
6. If p( + | x) > .5, predict “pro-5/474”, otherwise, predict “anti”

Question: How to specify p(y|x)?

46

Approach 3: Logistic Regression

k



Logistic Function Use a function that takes numbers arbitrarily large/small and maps 
them between 0 and 1.

!"#$%"& '(%)*(,) = 1
1 + *!"#$%&(()

47

!"#$%(') )*+,#*-(!"#$% ' )
−∞
−2
0
2
∞

Directly from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Interpreting Score

48

'(%)* ,* = 1+ℎ ,*

−∞ ∞067* = −1 67* = +1

Very sure
67* = −1

Not sure if
67* = −1 %) 67* = +1

Very sure
67* = +1

89 7* = +1|,* = 0 89 7* = +1|,* = 0.5 89 7* = +1|,* = 1

89(7 = +1 |,)0 1
Directly from: https://courses.cs.washington.edu/courses/cse416/21sp/
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Approach 3: Logistic Regression

1. Convert each course evaluation statement into a “bag of 
words” representation 

2. Specify form of " #" = +1 '" , ! = )*+,-*. )/-01 ' = #
#$%!"#$%

3. Write down (log) likelihood function
4. Maximize log-likelihood fn.
5. Use trained model to estimate p(+ | x)
6. If p( + | x) > .5, predict “pro-5/474”, otherwise, predict “anti”

49
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Approach 3: Logistic Regression
1. Convert each course evaluation statement into a “bag of words” representation 

2. Specify form of " #! = +1 '! , ) = "
"#$!"#$%

3. Write down (log) likelihood function

50
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Approach 3: Logistic Regression
1. Convert each course evaluation statement into a “bag of words” representation 

2. Specify form of & '0 = +1 +0, - = 1
123!"#$%

3. Write down (log) likelihood function

4. Maximize log-likelihood fn.

52
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Approach 3: Logistic Regression
1. Convert each course evaluation statement into a “bag of words” 

representation 

2. Specify form of & '0 = +1 +0, - = 1
123!"#$%

3. Write down (log) likelihood function

4. Maximize log-likelihood fn.
§ No closed form solution! 
§ Have to use gradient ascent/descent
§ Can do slightly better by using the second derivative as well to 

guide the movement through the space…
§ This is the Newton-Raphson method

54
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Approach 3: Logistic Regression

1. Convert each course evaluation statement into a “bag 
of words” representation 

2. Specify form of " #" = +1 '" , ! = #
#$%!"#$%

3. Write down (log) likelihood function
4. Maximize log-likelihood fn.
5. Use trained model to estimate p(+ | x)
6. If p( + | x) > .5, predict “pro-5/474”, otherwise, predict 

“anti”

55
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Some details we’ll get to
§ Do we have to use .5 as the threshold for classification?

§ No, and sometimes it’s actually not a good idea
§ Can we use logistic regression to learn non-linear decision

boundaries?
§ Yes! How?

§ Can we regularize logistic regression?
§ Yes! How?

§ How do we get labels for data?
§ (Kind of discussed) Annotation! Lecture next week, PA3!

§ Can we go beyond “bag of words”?
§ Yes! Ideas? … lectures post Spring break!

§ How do we evaluate classifiers?
§ A bit now, a bit later

56



OK!
What questions do you have?!

3/2/22 UB 57
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Evaluating classification models

3/2/22 UB58

Our guess:

“Truth”
8 3

72
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Accuracy – how many did we get correct?

3/2/22 UB59

Our guess:

“Truth”
8 3

72
Accuracy = 

(8 + 7) / (8 + 7 + 2 + 3)            
= .75
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Precision - Of + guesses, how many actually +s?

3/2/22 UB60

Our guess:

“Truth”
8 3

72
Precision = 

7 / (7 + 3) = .7
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Recall - Of actual +, how many do we guess?

3/2/22 UB61

Our guess:

“Truth”
8 3

72
Precision = 

7 / (7 + 2) = .78
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Evaluation Review

§Different metrics for different things
§Other performance metrics:

§F1 Score
§…

§Other considerations
§Class imbalance (accuracy bad)
§…

3/2/22 UB62



What is missing from these 
evaluations?

3/2/22 UB 63
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Other questions we might ask

§Which one had higher recall?
§Which one had higher precision?
§Was that the same for both groups?

3/2/22 UB64


